CURVE FITTING

» Describes techniques to fit curves (curve fitting) to discrete
data to obtain intermediate estimates.

» There are two general approaches two curve fitting:

— Data exhibit a significant degree of scatter. The strategy is to derive a
single curve that represents the general trend of the data.

— Data is very precise. The strategy Is to pass a curve or a series of
curves through each of the points.

 In engineering two types of applications are encountered:

— Trend analysis. Predicting values of dependent variable, may include
extrapolation beyond data points or interpolation between data points.

— Hypothesis testing. Comparing existing mathematical model with
measured data.
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Mathematical Background

Simple Statistics/

 In course of engineering study, If several
measurements are made of a particular guantity,
additional insight can be gained by summarizing the
data in one or more well chosen statistics that convey
as much information as possible about specific
characteristics of the data set.

* These descriptive statistics are most often selected to

represent
— The location of the center of the distribution of the data,

— The degree of spread of the data.
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 Arithmetic mean. The sum of the individual data
points (yi) divided by the number of points (n).

ZYi

n

y:

e Standard deviation. The most common measure of a
spread for a sample.

n-1
S, = Z(yi - y)z

S, =~ or SZZZin_(Zyi)Z/”
! n-1
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« Variance. Representation of spread by the square of
the standard deviation.

Z (yi o y)z
@/Degrees of freedom

« Coefficient of variation. Has the utility to quantify the
spread of data.

S, =

S
c.v.=—-100%
y
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Figure PT5.2
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Least Squares Regression
Chapter 17

Linear Regression

 Fitting a straight line to a set of paired
observations: (Xy, Y1), (X5, ¥5),.-,(Xp, Vi)-
y=a,+a,Xx+e
a,- slope
a,- Intercept
e- error, or residual, between the model and the
observations
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st” Fit/

Criteria for a “B

Minimize the sum of the residual errors for all
avallable data:

Zn:ei :Zn:(Yi —a, — ;%)

n = total number of points

* However, this Is an inadequate criterion, so Is the sum
of the absolute values

Z‘ei‘ = Z‘yi —d, _alxi‘
=

=1

(D
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Figure 17.2
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\imize the sum of t
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the residuals between the measured y and the y
calculated with the linear model:

S =) e = le(yi ,measured — y,, model)* = ;(yi —8y—aX;)’

=1

* Yields a unique line for a given set of data.
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|_east-Squares Fit of a Straight Line/
oS,

—a —ax)=0
- 3, -a,)
ZZ: _ao_alxi)xi]:O

0= Zyi _Zao _Zalxi
0= Z YiX _Zaoxi —Zale
Z o =Ny Normal equations, can be
na. + (z X )a1 =Yy solved simultaneously
0 iy = i

nZXv. RPN’

N Xi —( X) Mean values

M

ay =Y~
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Figure 17.3

Measurement

Yi

dg + aXx;

Chapter 17 13

Copyright © 2006 The McGraw-Hill Companies, Inc. Permission required for reproduction or display.



Figure 17.4
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Figure 17.5

X
(a)
Y &
x
(b)
Chapter 17 15

Copyright © 2006 The McGraw-Hill Companies, Inc. Permission required for reproduction or display.



“Goodness” of our fit/
If

« Total sum of the squares around the mean for the
dependent variable, y, Is S,

e Sum of the squares of residuals around the regression
line is S,
» 5.-S, quantifies the improvement or error reduction

due to describing data in terms of a straight line rather
than as an average value.

S, — S,
St

r2-coefficient of determination

Sqrt(r?) — correlation coefficient 16

Copyright © 2006 The McGraw-Hill Companies, Inc. Permission required for reproduction or display.



e For a perfect fit
S,=0 and r=r?=1, signifying that the line
explains 100 percent of the variability of the
data.

 For r=r°=0, S,=S,, the fit represents no
Improvement.
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linear Regression

Preblem Stoternent. it a straight line to the x and y values in the first two columns of

Table 17.1. - -
Solution.  The following quantities can be computed:
n="7 Z_r!}l,- = 1193 Z;? = 140

_ 18
Z.If = ES A = T = 4
A
Yn=2% j= i“.?‘f — 3.428571
Using Eqs. (17.6) and (17.7),

~7(119.5) = 28(24)
M= T5040) — (28) |
ag = 3428571 — [.8392857(4) = 0.0T142857

= (2.8392857

TABLE 17.1 Computations for an errar onalysis of the linear fit,

T

xi ¥i Ayi= 77 lyi — @g — anxi)®
1 0.5 8 5765 01687
7 2.5 0.8622 0.5625
3 2.0 7.0408 0.3473
d A0 0.32465 0.3245
3 3.5 00051 L1580
& a.0 &.6122 07972
7 5.5 4. 7908 01993
% 24.0 22,7143 25911
Chapter 17

Therefore, the least-squares fit is

y = 0.07142857 + 0.8392857x
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Estimation of Errors for the Linear Leask-Squares Fif

Problem Statement. Compute the rotal standard deviation, the standard ervor of the esti-
mate, and the correlation coefficient for the data in Example 17.1.

Solulion.. The summations are performed and presented in Table 17.1. The standard
deviation is [Eq. (PT5.2)]

(227143 i
5y = 71 = 1.9457

and the standard etror of the estimate is [Eg. (17.9]]

2.991]
.i'ﬁ_.r = T_E_ = 0.7735

Thus, because s, < 5y, the linear regression model has merit. The extent of the improve-
ment is quantified &y [Eq. (17.101]

, 227143 —2.9911

= — = {).868
22.7143

'

o= +/0.8608 = (0.932

These results indicate that 86.8 percent of the original uncertainty has been explained by
the linear model,

Chapter 17
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S5UB Regressix, y. n. al, a0, syx, r2)
Csumx = {: sumxy = 0: st = 0
cSumy = 0; sumxe = (1: sr =
E'IZIFEH Tm 1, no,
,sum.:: = SUMX + X5
SUmy = sgmy F oy
5um.:-r}-' = SUmMXy + X ,.q
. SUmKZ = Sumad-+- .t;*s-:;

N oo
XM = Sumxfn
ym = sumyin

gl = (n*sumxy — sumx*sumy )/ (n*sumx? — Sumg*sumx )
all = ym ~ al*xm
M i =1, n
st = 5L + (y; — ym¥
5P = s+ (p = al*e; — g
END 0O
s¥x o= (sriin — 2) PS5
rd = (st - srlist

END Regress
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Linearization of nonlinear
relationships

|l Dala that is ilksvited for lineor leastsquares regression. |} Indication that o parabola is
preferable

e .
| ee %5
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FIGURE 17.9 TALTRS
[a] The exponentgl equation, [b) the power sguation, and |d the solrdiiorgrowihrate
equation. Ports [df], \a], and |f) 9re lineorized version: of these equalions frat resul
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Polynomial Regression

e Some engineering data Is poorly represented
by a straight line. For these cases a curve Is
better suited to fit the data. The least squares
method can readily be extended to fit the data
to higher order polynomials (Sec. 17.2).
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BT LY |

The Ieasbsquares pmc:edure can be readily extended to fit the data to a higher-o
polynomial. For example, suppose that we fit a second-order polynomial urquadranc ..

y=ao+aix tax*+e

For this case the sum of the squares of the residuals is [compare with Eq. (17.3)]

"

5= (v -a—axi—ax) (1728

i=l
Following the procedure of the previous section, we take the derivative of Eq. (17.18) wi,
respect to each of the unknown coefficients of the polynomial, as in

a5, ,
5;; = =2 Z (j.r; — gy — ayx; — ugx;]

a5,
o = —2 E X; {yi —ay — ayx; — cz;xf]
I

a8, 27 5
B -- —221!- {}; - gy — a)X; —a;xi}

These equations can be set equal to zero and rearranged to develop the following set of nor-
mal equations:

(mag+ (Y x)ar+ (%) a =2 ¥
(Zx)oo+ (X ) ar+ (e )ar = 3wy (17.19
(C)e+ (D)o + (Tef) e D
where all summations are from i = 1 through n. Note that the above three equations are lin-

ear and have three unknowns: ap. ai, and as. The coefficients of the unknowns can be cal-
culated directly from the observeddata.

Chapter 17
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Sf ..
s =\ T m D Error estandard TABLE 17.4 Computations for an error analysis of the quodratic leastsquares h‘tf:,i

Sl T R S L1

x; Yi lyi- ¥¢ (yi — @0 — @1x; = aga2
— 4
0 2.1 544 44 0.14332
i 77 314.47 | 00286
Polynomial Regression 2 13.6 140.03 |.0B158
3 272 312 0.80491
Problem Statement.  Fit a second-order polynomial to the data in the first two columns 4 409 23922 061951
of Table 174, 5 1M 127211 009439 .
E 152.6 2513.39 3744657

Solution.  From the given data, -

m =2 Y xi=15 Y x5 =979

n=6 Y y=1526 ) xy=5856 .

I=1215 Y 5 =55 Y xly, =24888 i

y=125433 Z x =2 i Least-squares

parabola

Chapter 17 25
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Therefore, the simultaneous linear equations are

6 15 55 152.6
15 55 23 585.6
55 225 9 24888

Solving these equations through a technigue such as Gauss elimination gives ag = 24733 ;
ay = 2.35929, and @; = 1.8607 1., Therefore, the least-squares quadratic equation for BB
case is s

y = 2.47857 4 2.35929x + 1.86071x°
The standard error of the estimate based on the regression polynomial is [Eq. (17.20)]

3.74657

..frf_‘_-= 6_3 =l.|.1

The coefficient of determination is

o 2513.39 —3.74657
o 2513.39

=0.99851

and the correlation coefficient is r =0.99925.

These results indicate that 99.851 percent of the original uncertainty has been ex-
plained by the model. This result supports the conclusion that the quadratic equation rep-
resents an excellent fit, as is also evident from Fig. 17.11.

FIGURE 17.12
Algorithm for implementation of polynomial and mulliple linear regression

Step 11 Input order of polynomial to be Al m.

Step 2: Input rumber of data points, n.

Step 3: En < m+ |, print cut on emor message thot regression is impossible and eminale the
process. n = m + 1, continue.

Step & Compuke the elements of the nomal equation in the form of on augmented matrix.

Stap 5: Sohe the augmented matrix for the coefficients ag, o1, o2, . . . 0w, using on dimination
method,

Step & Print out the coefficients.

Copyright © 2006 The McGraw-Hill Companies, Inc. Permission required for reproduction or display.
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Multiple linear regresion

A useful extension of linear regression is the case where y is a linear function of fwgg
more independent variables. For example, y might be a linear function of x; and x,,

y=ao+ax +dxi1+e

Such an equation is particularly useful when fitting experimental data where the va
being studied is often a function of two other variables. For this two-dimensional cas
regression “line” becomes a “plane™ (Fig. 17.14).

FIGURE 17.14

Graphical depiction of multiple ¥
linear regression where yis a

linear furction of x; and xa.

|
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£
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As with the previous cases, the “best” values of the coefficients are determined by set-
ting up the sum of the squares of the residuals,

i
S =) (v —ap— Xy — apxn)’ (17.21)

and differentiating with respectto each of the unknown coefficients,

as:

day _EE{J* — @p — A1X1; — @2X2)
z—j';; = '—'EEJH [,F.'- — g — d( X0 _ﬂ‘j.rg,,]
a5,

E = -2 ZIE,- (% —ap — ayx); — arxy)

The coefficients yielding the minimum sum of the squares of the residuals are obtained by
setting the partial derivatives equal to zero and expressing the result in matrix form as

n ZXx Lxy ag Zyi
Ex; Exl  ZIxyxy|{a p={Zxuy (17.22)
EI},,‘ EI“#}; E.Igi- a1 E.xg,'}'l

Chapter 17
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EXAMPLE 17.6 Mu’rl‘iple Linear Regression

Problem Stctement.  The following data was calculated from the equation y = 5 +4x, —

3x1
Xx) X3 Y
0 0 5
2 I 10
2.5 2 =
I 3 0
4 & 3
7 2 27

Use multiple linear regression to fit this data.

Solution. The summations required to develop Eq. {(17.22) are computed in Table 17.5.
The result is

fi 16.5
16.5 ?6 2* 2:13 5
14 4 100

which can be solved using a method such as Gauss elimination for

ap =5 a =4 a; =-3

which is consistent with the original equation from which the data was derived.

TABLE 17.5 Computations required to develop the normal equations for

y X Xz x} x3 x| Xq
5 Q0 0 0 0 ]
10 2 | 4 [ 2
Q 2.5 2 &.25 4 3
o 1 3 1 g 3
3 4 & 14 & 24
27 7 2 49 4 14
x 54 186.5 14 76.25 54 A8

29
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y=a+a x4+ a4+t aninte
where the standard error is formulated as

_ 5
YEEN T m+ )

and the coefficient of determination is computed as in Eq. (17.10). An algorithm 1o :
the normal equations is listed in F'g 17.15. R

other variables, multiple linear regression has additional utility in the derivation of p
equations of the general form B

i L -
yaaﬂxl XE v K

Such equations are e xtremely useful when fitting experimental data. To use multiple linear
regression, the equation is transformed by taking its logarithm to yield

log y =logag +a logxy +axlogxs+-.. 4+ a, log x,
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General Linear Least Squares

Y =ayZ,+8,2 +a,Z, +---+a_7_ +6

Zo, 2y, ..., Z, are m+21basis functions

Y}=[Z]{A}+{E}

Z |- matrix of the calculated values of the basis functions
at the measured values of the independent variable

{Y } - observed valued of the dependent variable

{A}—unknown coefficients

{E}-residuals

" . 2 Minimized by taking its partial
derivative w.r.t. each of the
Sr — Z ( Yi — Z aj Z ji ] coefficients and setting the
i=1 j=0 resulting equation equal to zero
Chapter 17 31
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